
Artificial Intelligence in Journalism – Fact Checking with Gemini 

Introduction 

• Journalism is fundamental for sustainable development, human rights protection and 

democratic consolidation. Any deterioration in the Quality of Journalism, will reduce trust on 

the established institutions thereby, paving way for civil unrest & Violence. 

Artificial Intelligence & Responsible Journalism 

• New Technologies like Artificial Intelligence, have to be used in improving journalism, to ensure 

peace & prosperity. 

Qualitative Analysis of Journalism 

• Let’s go through civil unrest events in the last five years fuelled by fake news & misinformation, 

to understand its impact on the society. 

Brazil (2022): Misinformation during the presidential election intensified political divides. Fake 

claims about electoral fraud sparked protests and clashes between supporters of rival candidates 

 

• Brazil has significantly improved its preparedness to combat fake news since its 2018 election. 

Initiatives include professional fact-checkers, partnerships with social media platforms, and 

tech advancements like bots and transcription tools in Portuguese. The Superior Electoral 

Court (TSE) has driven efforts, forming an Anti-Disinformation Committee and enacting 

measures against false electoral narratives. Influencers are also actively promoting accurate 

information. However, challenges like hate speech remain prominent. Despite the federal 

government's limited involvement, these efforts mark progress in protecting democracy. For 

details, visit Americas Quarterly 

https://americasquarterly.org/article/one-year-later-brazil-has-never-been-so-prepared-to-fight-fake-news/


 

• The Reuters Institute article highlights Brazil's ongoing battle with misinformation during its 

elections, particularly under President Jair Bolsonaro's tenure. Despite progress, such as 

platform agreements to limit false content and initiatives like Democracia em Xeque, 

disinformation remains widespread. Claims attacking electronic voting systems and spreading 

conspiracy theories threaten electoral integrity. Researchers stress the increasing 

sophistication of misinformation and the need for stronger countermeasures. Social media 

remains a major channel for such activities, with platforms like YouTube facing criticism for 

lack of transparency. The issue poses long-term challenges for democracy. For details, 

visit Reuters Institute 

https://reutersinstitute.politics.ox.ac.uk/news/despite-efforts-fight-falsehoods-brazils-tight-election-threatened-dangerous-lies


 

• The ODI article discusses the pervasive impact of misinformation during Brazil's 2022 

elections. Despite efforts by the judiciary, such as digital literacy programs and rapid takedown 

measures, the scale of disinformation—amplified through social media—remains a significant 

challenge. Judicial responses, while impactful, are limited in reach and face technological and 

societal hurdles, such as encrypted platforms and public mistrust in institutions. Broader, 

multi-stakeholder efforts are essential to counter misinformation globally. For details, visit ODI 

Global 

Myanmar (2021): Misinformation played a role in inciting ethnic violence. False narratives spread on 

social media exacerbated ethnic tensions, particularly against the Rohingya community 

https://odi.org/en/insights/misinformation-in-brazilian-elections-can-the-judiciary-stem-the-tide-of-political-misinformation/


 

• Amnesty International's report accuses Facebook's algorithms of amplifying hate speech 

against the Rohingya in Myanmar, fuelling violence and atrocities. The platform allegedly failed 

to act against harmful content, despite warnings from human rights groups. Amnesty calls for 

Meta to provide reparations to Rohingya communities, emphasizing corporate responsibility 

in preventing human rights abuses facilitated by their technologies. For details, visit Amnesty 

International 

• The article highlights Facebook's role in enabling hate speech and incitement against the 

Rohingya in Myanmar, contributing to genocide. It criticizes Facebook’s profit-driven 

algorithms for amplifying divisive content while neglecting necessary safeguards. The lack of 

accountability for these actions is underscored, with legal frameworks struggling to address 

such corporate complicity in human rights abuses. The piece advocates for stronger 

mechanisms to hold tech companies accountable. For details, visit Systemic Justice Project 

• The article examines how misinformation and hate speech exacerbate Myanmar's ethno-

religious tensions, particularly targeting marginalized groups like the Rohingya. Social media 

platforms are central in spreading inflammatory content, which fuels conflict and undermines 

peacebuilding efforts. Despite some measures to address these issues, weak governance and 

lack of accountability allow harmful narratives to thrive. Strengthening digital literacy, 

fostering accountability, and promoting inclusive narratives are critical to countering these 

threats to stability and peace. For details, visit US Institute of Peace 

Nigeria (2020): Fake news circulated about the #EndSARS protests against police brutality, with false 

reports portraying protesters as violent, leading to confusion and further escalations. 

https://www.amnesty.org/en/latest/news/2022/09/myanmar-facebooks-systems-promoted-violence-against-rohingya-meta-owes-reparations-new-report/
https://www.amnesty.org/en/latest/news/2022/09/myanmar-facebooks-systems-promoted-violence-against-rohingya-meta-owes-reparations-new-report/
https://systemicjustice.org/article/facebook-and-genocide-how-facebook-contributed-to-genocide-in-myanmar-and-why-it-will-not-be-held-accountable/
https://www.usip.org/publications/2023/04/misinformation-hate-speech-and-ethno-religious-tensions-myanmar


 

• The #EndSARS protests in Nigeria in 2020, sparked by widespread police brutality, became the 

subject of misinformation, with false claims that protesters were violent and engaging in 

criminal activities. Here’s a timeline of key events: 

o October 3, 2020: The protests began after a viral video showed police brutality by the 

Special Anti-Robbery Squad (SARS). 

o October 6-10, 2020: Protests spread across major cities in Nigeria. 

o October 20, 2020: The situation escalated when the Nigerian Army reportedly opened 

fire on peaceful protesters at Lekki Toll Gate in Lagos. 

o October 21-23, 2020: Fake news spread, portraying the protesters as violent. The 

misinformation led to confusion and public unrest, with claims of looting and armed 

confrontations. 

o October 22, 2020: Reports of shootings and violent confrontations spread through 

social media, further escalating the situation. 

o This misinformation fuelled clashes, heightened fear, and led to violent responses 

from security forces, exacerbating the overall crisis. 

• Social media played a vital role in organizing and raising awareness, that led to international 

condemnation on usage of excessive force against peaceful demonstrators. For details, 

visit DW 

https://www.dw.com/en/nigeria-un-slams-brutality-against-endsars-protesters/a-55349495


 

• The article highlights how Nigerians used social media to organize and amplify the #EndSARS 

protests against police brutality. Social media platforms like Twitter and Instagram played a 

crucial role in mobilizing young Nigerians, sharing firsthand accounts of police abuse, and 

gaining international attention. Despite government attempts to limit online communication, 

digital tools helped create global awareness of the issue, allowing protesters to bypass 

censorship and challenge authority. The protests marked a significant moment for activism in 

Nigeria, driven by the power of social media. For details, visit Aljazeera 

 

Quantitative Analysis of Journalism 

• Fake news and misinformation are significant global challenges with widespread social and 

economic impacts. Here are key findings from global think tanks and organizations: 

https://www.aljazeera.com/news/2020/10/25/endsars-how-nigerians-use-social-media-against-police-brutality


o Prevalence: Research by Ipsos indicates that 86% of global internet users have been 

exposed to fake news, with 67% encountering it on platforms like Facebook. 

Alarmingly, nearly 90% of those exposed to fake news believed it to be real at least 

once. For details, visit Ipsos CIGI. 

o Health Impact: Misinformation, especially during crises like the COVID-19 pandemic, 

has been shown to worsen health behaviours. The WHO reported that the "infodemic" 

fuelled vaccine hesitancy, reliance on unverified treatments, and distrust in public 

health measures, leading to measurable harm. For details, visit WHO 

o Political and Social Effects: According to the World Economic Forum, fake news 

disrupts political discourse, erodes trust in institutions, and fosters polarization. The 

amplification of false narratives often leads to civil unrest and undermines democracy. 

o Economic Cost: Fake news also incurs significant economic costs. A 2019 study 

estimated the global cost of misinformation at $78 billion annually, encompassing 

impacts on businesses, healthcare systems, and productivity. For details, visit ZDNet 

o Public Trust and Behaviour: Exposure to fake news reduces trust in media and 

governments. Surveys show that 40% of respondents trust traditional media less due 

to misinformation, and many have altered their online behaviour, such as reducing 

social media use or actively fact-checking news. 

World Economic Forum 

 

• World Economic Forum ranked Misinformation & Disinformation as the most severe 

technological risk in short term with rank 1 as well as in long term with rank 5. 

https://www.ipsos.com/en-us/news-polls/cigi-fake-news-global-epidemic
https://www.who.int/europe/news/item/01-09-2022-infodemics-and-misinformation-negatively-affect-people-s-health-behaviours--new-who-review-finds
https://www.zdnet.com/article/online-fake-news-costing-us-78-billion-globally-each-year/


 

• The Current state of Misinformation & Disinformation, is poised to scale further with the help 

of AI, to deteriorate Journalism & democratic consolidation even more. Hence, Efforts to 

combat fake news include educational initiatives, stricter platform regulations, and 

technological solutions like AI-driven fact-checking, but challenges remain in identifying and 

managing misinformation across diverse digital landscapes. These findings highlight the urgent 

need for coordinated global actions to mitigate this pervasive issue. 

Reuters - Oxford 



 

• Survey results from Reuters signifies the Trust on Online Platforms. Hence, it is important to 

use AI for social good by design, to shape Journalism for a better future. 

 

• The survey shows that the raising mistrust on news institutions from 2017 to 2022, which is 

uniform in several different demographics around the world. 

Institute for Economics & Peace 



 

• Major cause of this declining impact on peace can be derived from the rate of change of 

positive peace indicators of a country, when considering the extremely impacted Positive 

peace indicators from 2009 to 2019, Even though Percentage of population using internet has 

increased. Quality of information, reaching people has decreased significantly, which 

emphasize on the importance of streamlining information, supported by strict, consistent & 

robust fact-checking practices. 



 



 

• Civil Unrest Around the World has Doubled in Last Decade, Hence, restoring trust in the 

process of democratic consolidation is important for peace. For details, visit Vision Of 

Humanity 

Guidelines from Analysis 

• The number of civil unrest events due to Fake News & Misinformation is on the rise, Hence, it 

has to be handled with responsibility & wisdom, to ensure journalistic free-speech 

emphasizing accountability as well as firm crystal-clear fact checks emphasizing transparency. 

For Details, visit CNN and World Economic Forum 

Social Good by Design 

Approach 

• Since AI has grown to an extend of understanding Multimodal long-context content with ease, 

we shall have an agentic AI tool to assist journalists for their fact checking tasks, to improve 

their productivity in handling multiple disinformation campaigns at once, so that instead of 

debunking the claims all by themselves, they have to verify the Truth-O-Meter score calculated 

by AI based on its reasoning capability, merely acting as moderators. 

Architecture 

• With Multimodal & Long-Context Capabilities of Artificial Intelligence models, like Gemini 

coupled with open web data, from google, an assistive tool for Fact checking is possible in 

reality, to help journalists in Responsible Journalism handle the surge in misinformation & 

disinformation campaigns, to sustain Economics & Peace. 

https://www.visionofhumanity.org/civil-unrest-on-the-rise/
https://www.visionofhumanity.org/civil-unrest-on-the-rise/
https://edition.cnn.com/interactive/2019/05/europe/finland-fake-news-intl/
https://www.weforum.org/stories/2022/10/how-to-address-disinformation/


 

• Let’s walk through the Architecture / Process flow of Proof-Of-Concept Assistive tool 

developed with Gemini AI. 

o Multimodal data representing the claim is fed into Gemini AI to summarise the core 

of the claim to search google. 

 

o Google Search returns all relevant site results for the search string input. 

o Crawl4AI curates the sites contents under fact checking sites as long-context input for 

further analysis. 



 

o Multimodal data representing core claims, Summary Generated by Gemini Model, 

Long-Context Content curated by Crawl4AI, together used with a Truth-O-Meter 

Prompt to admit or oppose the claim with reasons. 

 

o Since it is designed as an assistive tool, journalists can moderate the content manually, 

as per need, thereby adhering to the standards of responsible journalism. 



Usage 

 

• Assistive tool is available in the form of Kaggle notebook for usage, For details, visit Kaggle 

Notebook 

Results 

• The results are impressive, when we consider the accuracy & consistency of the Gemini Model, 

in admitting or opposing the Claim. But among the ten reasons it generates, one or two might 

be attributing to a different version of the same claim, since some claims exists in many 

versions, with unique cultural appropriations for each. 

Outputs 

Chinese Robots performing Indian classical dance (Fake) 

• Inputs have text used in WhatsApp & Facebook posts, and some videos & images related to 

them. 

 

• Usage metadata: Prompt token count: 107954, candidates_token_count: 258, 

total_token_count: 108212 

https://www.kaggle.com/code/sathiyanarayanan396/fact-check/
https://www.kaggle.com/code/sathiyanarayanan396/fact-check/


 

• Since, there is multiple versions of the fake news, in different countries, the output might not 

get same supporting bullet points all the time, but it is identifying the distinction between 

tailored fake news & true facts based on available long-context web data, to return a constant 

Truth-O-Meter Score. 

Spinach is taught to send emails (Real) 

• Inputs have couple of images & a small input text on the news, since the code can look for 

publicly available data, to create summaries, inputs as short as shown below, is also enough 

for efficient use of the assistive tool 

 

• Usage metadata: Prompt token count: 611, candidates_token_count: 212, 

total_token_count: 823 



 

• Even though some minor information of how the computer reads the plant leaves with 

infrared camera in actual fact is replaced with nanotubes sending wireless signal in the 

supporting bullet points, the tool shall be able to identify such an event happening in history 

like when & where it took place. 

New ₹2000 notes have nano chip (Fake) 

 

• Usage metadata: Prompt token count: 24855, candidates_token_count: 390, 

total_token_count: 25245 

 

China makes plastic rice (Fake) 



 

• Usage metadata: Prompt token count: 26599, candidates_token_count: 344, 

total_token_count: 26943 

 

Delhi teen finds place on UN green list (Real) 

 

• Usage metadata: Prompt token count: 634, candidates_token_count: 253, 

total_token_count: 887 



 

NASA is installing internet on the moon (Real) 

 

• Usage metadata: Prompt token count: 43717, candidates_token_count: 239, 

total_token_count: 43956 

 

Eight-year-old girl pulls medieval sword from lake (Real) 



 

• Usage metadata: Prompt token count: 23033, candidates_token_count: 179, 

total_token_count: 23212 

 

German street covered in chocolate (Real) 

 

• Usage metadata: Prompt token count: 5959, candidates_token_count: 260, 

total_token_count: 6219 

 



Benchmarks 

 

Conclusion 

• Overall, the accuracy & consistency of Gemini in producing the Truth-O-Meter Score, is 

startling, when we compare it with the reasons that it enlists as bulletin points. 

• Even though there is some inconsistency with the bulletin points listed between different 

attempts of fact checking the same claim, the Proof-Of-concept is qualified to adopt AI as an 

assistive tool (with human supervision) in fact-checking tasks as early as possible. 

• Technology Readiness Level: Proof-Of-Concept Validation [PASSED]. 

 


